Ligand-Based Virtual Screening by Novelty Detection with Self-Organizing Maps
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We describe a novel method for ligand-based virtual screening, based on utilizing Self-Organizing Maps (SOM) as a novelty detection device. Novelty detection (or one-class classification) refers to the attempt of identifying patterns that do not belong to the space covered by a given data set. In ligand-based virtual screening, chemical structures perceived as novel lie outside the known activity space and can therefore be discarded from further investigation. In this context, the concept of “novel structure” refers to a compound, which is unlikely to share the activity of the query structures. Compounds not perceived as “novel” are suspected to share the activity of the query structures. Nowadays, various databases contain active structures but access to compounds which have been found to be inactive in a biological assay is limited. This work addresses this problem via novelty detection, which does not require proven inactive compounds. The structures are described by spatial autocorrelation functions weighted by atomic physicochemical properties. Different methods for selecting a subset of targets from a larger set are discussed. A comparison with similarity search based on Daylight fingerprints followed by data fusion is presented. The two methods complement each other to a large extent. In a retrospective screening of the WOMBAT database novelty detection with SOM gave enrichment factors between 105 and 462—an improvement over the similarity search based on Daylight fingerprints between 25% and 100%, when the 100 top ranked structures were considered. Novelty detection with SOM is applicable (1) to improve the retrieval of potentially active compounds also in concert with other virtual screening methods; (2) as a library design tool for discarding a large number of compounds, which are unlikely to possess a given biological activity; and (3) for selecting a small number of potentially active compounds from a large data set.

1. INTRODUCTION

Virtual screening of databases is a popular method for selecting available compounds for biological assays. It involves the scoring of molecules in a database of chemical compounds in order of decreasing probability of biological activity. The result of this process is a ranked list in which the highest ranked compounds are assumed most likely to share the target’s activity. In such a manner, potential hits may be acquired or synthesized and then tested in the early stages of a lead-discovery program. When the 3D structure of the biological target protein is available, structure-based approaches to virtual screening may be used.1,2 However, when such information is not available, ligand-based approaches can be used, with similarity search3 being the most common one. Similarity searching requires a known active structure, such as a hit from high-throughput screening, used as query. This query is compared with a set of potentially active compounds by means of a similarity measure.

The use of known active compounds as template to rank a set of compounds with unknown activity has been explored in a variety of studies.4–6 Once the compounds from the screened set are compared to the query, the set is sorted using the similarity coefficients; the top-ranked compounds are expected to share the biological properties of the query molecule. Most commonly 2D fingerprints (as descriptors) and Tanimoto coefficients3 (as similarity metric) are utilized, although other types of similarity measures7,8 exist. Similarity measures are often continuous values and can be adapted to real-value representation. A number of studies have applied autocorrelation vectors,5 reduced graphs,9 or other real valued descriptors10 to this problem.

The availability of published active compounds often presents an opportunity to use a set of active structures rather than a single query. Several reports11–13 utilizing this information for similarity search exist. A common way for incorporating such multitarget data is via data fusion.12 The fusion process usually improves the results, and Hert at el.14 recently reported on additional improvements when the nearest nonactive neighbors are used as queries. Another possibility for utilizing data from multiple targets is to apply novelty detection techniques.

Novelty detection refers to the attempt of identifying patterns that do not belong to the space covered by a given set.15–17 The set usually contains patterns for only one of the available classes, hence novelty detection techniques are sometimes called one-class classification. This approach is valuable in many cases where data about a given state of the system can be acquired easily, while the collection of data for the other states is difficult. Novelty detection is commonly applied for fault detection, network intrusion...
V IRTUAL S CREENING BY N OVELTY D ETECTION WITH SOM

Prior to virtual screening, one can often access different databases of active structures; however, access to compounds that have been found to be inactive in a biological assay is relatively difficult unless such results are reported or stored in online repositories (such as PubChem). Therefore, building two-class classification models that might distinguish actives from inactives is hindered, and a method that does not require proven inactive compounds is preferable.

In a typical novelty detection application, say, fault detection, there is usually much more data for the “normal” case. In such a scenario one is interested in the patterns predicted as novel (signaling fault conditions). However, putting the novelty detection into a virtual screening context the “normal” case is described using only known active compounds. Since the system has a knowledge of the active class alone it predicts as novel those compounds, which lie far enough from the chemical space set of the active compounds. Thus, the process is inverted in the sense that the accent is now on the compounds, predicted as known, that is, active. In addition, while the discovery of new active scaffolds and chemotypes is a desirable feature of any VS method, the term “novelty” throughout this text refers only to compounds lying sufficiently far from the chemical space of the given activity.

Novelty detection can be performed by a big variety of statistical and machine-learning methods. A comprehensive review covering both approaches has been presented by Marcou et al.16,17 From the large variety of novelty detection techniques we selected one based on Self-Organizing Maps (SOM). SOM is a neural network model well-known for its applications to high-dimensional data analysis in many fields, including chemistry.18,19 In spite of its well-documented use as a novelty detector in the field of machine learning,20–22 and the continuous use of SOM for solving chemistry-related problems23 including virtual screening,24,25 to the best of our knowledge novelty detection with SOM has not been applied to chemical problems so far.

There are several reasons for the application of SOM as a novelty detector: (a) The method allows the ranking of the accepted structures according to their proximity to the chemical space covered by the trained SOM, besides the ability to detect novel patterns; this feature allows us to compare the results of this method with the results obtained using similarity search. (b) The size of the trained SOM is usually smaller than the size of the entire training set, which offers speed improvements. (c) The SOM is an unsupervised learning method, thus its application to such “one-class” problems is intuitive.

To build a good description of the active space a representative set of actives is needed. Clearly, the success of a retrospective virtual screening with SOM novelty detection cannot be measured on the same compounds, which were used to build the novelty detector. Thus, different methods for splitting the available sets of actives into a training and a test set were studied. Although not strictly needed for a similarity search with Daylight fingerprints, such a split might be useful when a representative set has to be selected in order to decrease the run time of the search.

The aims of this work were to (a) examine the applicability of SOM novelty detection to ligand-based virtual screening; (b) compare SOM novelty detection with the most commonly used similarity search with Daylight fingerprints; and (c) study the effect of different methods for subset selection on the results of a virtual screening experiment.

2. MATERIALS AND METHODS

2.1. Data Sets. 2.1.1. Overview. Five sets of known inhibitors—568 acetylcholinesterase (AChE), 999 cyclooxygenase 2 (COX-2), 457 3′,5′-cyclic-nucleotide phosphodiesterase IV (PDE4), 2105 thrombin, and 199 u-plasminogen activator (uPA) inhibitors—were extracted from the WOMBAT (World Of Molecular BioActivity) database,26 version 2006.1. WOMBAT is a target-annotated database available from Sunset Molecular Discovery (Santa Fe, NM). Release 2006.1 contains 154 236 compounds, collected from articles in medicinal chemistry journals published between 1975 and 2006. A reduced set of 135 877 unique chemical structures resulted after removing duplicate structures as well as those, for which some of the used physicochemical properties could not be calculated.

In addition to the structural information, WOMBAT also contains the reported activity values, expressed as pH of value, information about the species in which the tests were performed, and the biological role of the structure (inhibitor, antagonist, etc.) as well as additional properties of interest. For all sets of actives used in this study only inhibitors for the corresponding enzymes tested in human and with reported activity less than 30 μm were selected. An overview of the selected active subsets is given in Table 1.

In addition to the number of compounds in each subset, the average self-similarity, μ, of the whole subset is given. This value was calculated by taking the pairwise Tanimoto similarity between all compounds in the set using the 1024-bit Daylight fingerprints and calculating the average value of all similarity scores. As can be seen, the inhibitors of AChE are the most self-similar group, having the highest value of μ, while the COX-2 set is the least self-similar, having the lowest μ value.

2.1.2. Training Set Selection. Three methods for splitting the available actives into a training and a test set were compared—random, semirandom, and Taylor—Butina27,28 clustering. In all cases, half of the known actives were used as a training set and the other half as a test set. The test set was merged with the rest of the WOMBAT structures (up to 135 877), and the performance of the different methods was measured by their ability to retrieve the known active compounds from this set.

The semirandom method was based on the activity values, assigned to each structure. Each subset was sorted according to the reported activity and three groups of high (pKᵢ > 8),

<table>
<thead>
<tr>
<th>Table 1. Subsets of Inhibitors Used in This Study</th>
</tr>
</thead>
<tbody>
<tr>
<td>target</td>
</tr>
<tr>
<td>acetylcholinesterase</td>
</tr>
<tr>
<td>cyclooxygenase 2</td>
</tr>
<tr>
<td>3′,5′-cyclic-nucleotide phosphodiesterase</td>
</tr>
<tr>
<td>thrombin</td>
</tr>
<tr>
<td>u-plasminogen activator</td>
</tr>
</tbody>
</table>

* μ and σ give the mean and SD of the intraclass similarities, obtained with Daylight fingerprints and Tanimoto coefficient.
medium ($6 < pK_a \leq 8$), and low ($4.5 < pK_a \leq 6$) activity were distinguished. Half of the structures from each of these groups were randomly picked as training, and the remaining were kept aside as a test set.

The Taylor–Butina clustering was first described by Taylor\textsuperscript{27} and later by Butina\textsuperscript{28} It is an unsupervised non-hierarchical clustering method which guarantees that every cluster contains molecules which are within a distance cutoff of the central molecule. The similarity matrix obtained with Daylight fingerprints and Tanimoto coefficients for each of the active subsets was used as input, and a cutoff value of 0.8 was used. Half of the structures in each cluster were selected as a training set. Half of the singletons were randomly assigned to the training set as well. The clustering as well as data set splitting was carried out using the \textit{R} environment.\textsuperscript{29}

2.2. Chemical Structure Representation. 2.2.1. Binary Fingerprints (BFP). 1024-dimensional unfolded Daylight fingerprints\textsuperscript{30} were generated with the Chemical Descriptors Library.\textsuperscript{31}

2.2.2. Topological Autocorrelation (AC2D). Introduced by Moreau et al.\textsuperscript{32} the topological autocorrelation descriptors have since then been applied in a number of studies.\textsuperscript{5,24,33} The descriptors are calculated according to eq 1

\begin{equation}
A(d) = \sum_{i=1}^{k} \sum_{j=1}^{k} p_i p_j \delta(d - d_{ij})
\end{equation}

where $k$ is the number of atoms in the molecule, $p_i$ is some atomic property of atom $i$, $d_{ij}$ is the topological distance (i.e., the number of bonds) between atoms $i$ and $j$, and $\delta(x) = 1$ : $x = 0$, $\delta(x) = 0$ : $x \neq 0$ is the binning function. In the present study, the autocorrelation function was evaluated from 0 to 10 topological distances. Thus, the chemical structures were represented as 11 dimensional vectors with regard to the used atomic property.

Three atomic properties were calculated with the software package PETRA\textsuperscript{34} by previously published empirical methods for all atoms in a molecule: sigma electronegativity ($\chi_\sigma$),\textsuperscript{35} effective atom polarizability ($\alpha$),\textsuperscript{36} and partial atomic charge ($q_{a0}$).\textsuperscript{37} In addition, the identity function, i.e., each atom was represented by 1, was used. The atomic properties for each molecule, with exception of the identity, were autoscaled to zero mean and unit variance before applying eq 1. The scaling has been shown\textsuperscript{38} to diminish the correlations between the bins of autocorrelation and to better preserve the physicochemical information. The resulting autocorrelation vectors were calculated with ADRIANA-\textit{Code}\textsuperscript{39} and were additionally autoscaled to ensure that the values are comparable when a distance measure (such as the Euclidian distance, used by SOM) is calculated.

2.3. Virtual Screening Methods. A schematic overview of the three virtual screening methods used in this work is presented in Figure 1. A detailed overview of each of these methods is given in the following sections.

2.3.1. Similarity Search with Subsequent Data Fusion. A schematic workflow for this type of virtual screening is presented in Figure 2.

In the first step, both the query and the screened data set are described by the same structure representation. In the second step, the representations of each of the $n$ structures in the screened data set are compared to the query representation by means of a similarity measure, and a list with the similarity scores is obtained. In step 3 this list is sorted in descending order with regards to the similarity score, and the final ranked list is produced. In the present study for this similarity ranking, the structures were described by 1024-dimensional binary Daylight fingerprints. The Tanimoto coefficient was used as a similarity measure and was calculated according to eq 2

\begin{equation}
S_T = \frac{c}{a + b - c}
\end{equation}

where $a$ is the number of bits “on” in the representation of the query structure, $b$ is the number of bits “on” in the screened structure, and $c$ is the number of bits “on” in both, i.e., the union of the two representations.

The workflow presented in Figure 2 applies to only one query structure. However, a set of known high-quality actives is often available. It has been shown by Whittle et al.\textsuperscript{11} that in such cases the fusion of the ranked lists obtained from each query structure enhances the results of the virtual screen. Thus, to obtain the highest performance of the similarity search after the $m$ ranked lists were obtained ($m$ being the number of query structures, i.e., the number of actives in the training set) these lists were then subject to data fusion. The data fusion algorithm calculates a new score for each structure from the screened data set by combining the scores, which the structure has obtained in any of the $m$ similarity lists. There are different methods to combine these scores, called “fusion rules”.\textsuperscript{12} In the present work the MAX rule was used, meaning that each screened structure $j$ obtained a final score, equal to the maximum value of its individual scores, collected from each of the lists, according to eq 3

\begin{equation}
S_{FUS}(j) = \max_i [S^i(i,j)]
\end{equation}
where $S^*$ denotes the calculated similarity score between the query structure $i$ and the screened structure $j$.

2.3.2. Novelty Detection with Self-Organizing Maps (somND). 2.3.2.a. Single Structure Representation (somNDS).

The process of using a SOM novelty detector for virtual screening with a single structure representation is shown in Figure 3.

In the first step, both the training set and the screened data set are described by the same structure representation. In the second step, a SOM is trained using only the known active compounds in the training set. Once the trained SOM is obtained, a local accuracy is assigned to each neuron by using the average distance between this neuron and its first-sphere neighbors. In step 3, each structure from the screened data set is projected onto the trained SOM, and its best matching neuron (BMN) is found. The (Euclidian) distance between the screened structure and its BMN is then obtained, a score $S_{\text{BMN}}(j)$ according to eq 4

$$S_{\text{BMN}}(j) = 1 - \frac{d(j, \text{BMN}_j)}{a_{\text{BMN}_j}}$$  \hspace{1cm} (4)

where $d(j, \text{BMN}_j)$ denotes the distance between the structure $j$ from the screened set and its BMN, BMN$_j$ is the best matching neuron for structure $j$ on the trained SOM, and $a_{\text{BMN}_j}$ is the local accuracy at BMN$_j$.

The process of assigning the local accuracy and the scoring of the screened structures is visualized in Figure 4 for a SOM with rectangular topology and lattice. The local accuracy $\alpha$ is determined as the average distance between the neuron and its first sphere neighbors. All screened structures, falling into the neuron, are scored as shown, $d$ denoting the distance between the neuron weight vector and structure representation vector. The distance $d_2$ between the screened structure 2 and the neuron weight vector is larger than the local accuracy (see Figure 4), thus its score becomes negative, and consequently it is classified as novel (unlikely to share the biological activity).

2.3.2.b. Two or More Structure Representation (somNDm).

The above workflow makes the screening of a data set using a single representation of the chemical structures straightforward. Usually more than one representation is available—in this study autocorrelation vectors, weighted by different atomic properties, were used. Thus, the easiest way to combine such multiple structure representations is by concatenating all vectors together, producing a higher dimensional descriptor and applying the workflow described above.

However, when more than one representation of the chemical structures is available, another method for utilizing this information may be more suited to the task at hand. We adopted here the generalized method for a multisensor environment described by Wong et al. The method relies on training a SOM for each individual chemical structure representation and projecting the training set through these networks. The outputs of each network, i.e., the distance between a pattern and its winning neuron—for the training set are collected in a matrix, which constitutes the system’s knowledge of the “normal” (active) case. When a structure is presented for screening, the output of all SOMs gives a vector in the output space, which may be compared to the positions of the training data. This comparison is performed using the Mahalanobis distance (MD) between the screened structure and the training data in the output space. The MD measures the distance between a vector, $x$, and its mean vector, $m_x$, scaled by its covariance matrix, $C_{xx}$. Using these notations, the (squared) MD is given as shown in eq 5

$$\text{MD}^2 = (x - m_x)^T C_{xx}^{-1} (x - m_x)$$  \hspace{1cm} (5)

In the context of this work $m_x$ is a vector containing the column means of the “active” space matrix obtained when building the novelty detector (see the left part of area C in Figure 5) and $C_{xx}$ is the covariance matrix of this “active” space matrix; $x$ denotes a vector containing the output of each individual SOM for the compound being tested (the right part of area C in Figure 5).

De Maesscheaelt et al. present a comprehensive tutorial about MD and its applications. An important property of the MD is that they are $\chi^2$ distributed. Thus, one can apply a statistically sound threshold when declaring patterns as novel (less likely to possess biological activity, given the previously known active). The threshold may be calculated using the confidence intervals of the $\chi^2$ distribution, thus $\chi^2(\alpha=0.99, n)$ will give a value that encapsulates 99% of the data in the active cluster when $n$ different structure representations are used. Figure 5 visualizes the four steps of the described procedure.

The $\chi^2$ distribution of the Mahalanobis distance is based on the assumption that the data used to calculate it are multivariate normal distributed. Figure 6a shows a quantile-quantile (Q–Q) plot of the calculated Mahalanobis distances against the theoretical quantiles of $\chi^2$ distribution with 4 degrees of freedom for the PDE 4 training set, while Figure 6b shows the same plot for the uPA set. The value of the threshold $\chi^2(0.99, 4)$ is presented as a dotted line. As can be seen from Figure 6 the distribution of the Mahalanobis
distances is deviating from the $\chi^2$ distribution. The observed distribution is heavy tailed in comparison to the $\chi^2$. The Mahalanobis distance can still be used. However, due to the heavy tailing toward larger distances the selected threshold is likely to be conservative, that is, describing the active space very tight. Such a behavior is useful when a low false-positive ratio is needed. False-positive in the context of this paper refers to inactive compounds, predicted as active.

2.3.3. Selection of SOM Size and Time Complexity. The complexity of projecting a data set of size $m$ where each pattern has a dimensionality $d$ to a SOM with $n$ neurons is linear in all these sizes—$O(mnd)$. Preliminary experiments have shown that increasing the number of neurons beyond 80% of the size of the training set does not lead to significant improvement of the results. Thus, a SOM with a number of neurons roughly equal to $0.8 \times s$, where $s$ is the number of patterns in the training set, was used. The complexity of the similarity search with subsequent data fusion, on the other hand, also scales linearly with $m$, $d$, and the number of query structures. Thus, the SOM-based method is about 20% faster than the similarity search for an equal descriptors dimensionality. Provided that the autocorrelation vectors used in this study have a 23 times lower dimensionality than the fingerprints, the execution is faster when a single SOM is used. All run times were measured on a 64 bit Athlon 3700+ PC with 1GB of RAM, running SuSE Linux and using an in-house written program.

2.3.4. Selection of the Best SOM. The training of a SOM is a stochastic approximation process, thus usually several maps need to be built and the best one is selected. A big variety of measures for the goodness of mapping has been proposed, but there is still no uniformly recognized method to evaluate the quality of a particular SOM. Thus, in the following experiments with single structure representation ten SOMs were trained, and the obtained ranked lists were merged using eq 3. When multiple representations in

---

**Figure 5.** Novelty detection with four different structure representations. After the selected structure representations have been obtained (area A), a SOM is trained for each structure representation (area B). The training set is projected through the trained networks, and the knowledge of the “active” space is collected in a matrix (area C, left). The screened structure is then projected through the same networks, collecting their output in a vector (area C, right). This vector is in turn compared to the “active” space by means of Mahalanobis distance. Based on a statistically chosen threshold, the screened structure is classified as active or inactive (area D).

**Figure 6.** Q-Q plot of the calculated Mahalanobis distance of the training set of PDE 4 inhibitors (a) and for the training set of uPA inhibitors and (b) against the quantiles of $\chi^2$ distribution with 4 degrees of freedom.
concert with a Mahalanobis distance were used, the SOM with the lowest quantization error was used for each representation. For a data set containing $N$ patterns, the average quantization error is calculated according to eq \( 6 \)

$$
\epsilon_q = \frac{1}{N} \sum_{i=1}^{N} d(x_i, BMN_{i})
$$

where $d(x_i, BMN_{i})$ denotes the distance between pattern $x_i$ and its best-matching neuron.

### 2.4. Performance Measures

#### 2.4.1. Recall

Virtual screening involves the sorting of a data set of chemical compounds in order of decreasing probability of activity. Once the whole data set has been sorted a subset of the top ranked compounds is considered. The size of this subset is called rank.

The results of virtual screening experiments are usually reported by using a cumulative recall (most commonly referred to as recall).\(^{41}\) The recall at a given rank is calculated according to eq \( 7 \)

$$
\text{recall}_r = \frac{F_{\text{act}}}{D_{\text{act}}}
$$

where $D_{\text{act}}$ is the number of compounds in the screened data set, which exhibit a given biological activity (i.e., the size of the test set), $r$ is the rank, and $F_{\text{act}}$ is the number of experimentally validated actives recovered at this rank. The recall gives that fraction of the known actives, which was recovered in the similarity search at a given rank. It is bound between zero and one, with one indicating perfect performance.

#### 2.4.2. Enrichment Factor (ef)

The enrichment factor (ef) gives the improvement in the retrieval of active structures at a given rank compared to a random selection with the same rank. It is calculated according to eq \( 8 \)

$$
\text{ef} = \frac{F_{\text{act}}}{r} \times \frac{D_{\text{all}}}{D_{\text{act}}}
$$

where $D_{\text{all}}$ is the size of the data set, $D_{\text{act}}$ is the number of compounds in the data set which exhibit a given biological activity, $r$ is the rank, and $F_{\text{act}}$ is the number of experimentally validated actives recovered at this rank. Any method which performs superior to a random selection of $r$ compounds has an enrichment factor greater than one.

### 2.5. Validation

Two cross-validation-like approaches have been used to validate the performance of the studied virtual screening methods.

In the first approach, the known active structures were randomly split into ten parts. Each one of these parts was kept aside. The training set was selected from the remaining known active structures, and a virtual screening of the whole WOMBAT database was performed. The retrieval of the actives which were kept aside among the 1000 top-ranked compounds (after removing all other known actives from the ranked list) was considered. The whole procedure was repeated five times, and the average recall over the 50 repetitions is reported. This approach ensures a realistic evaluation of the performance of the corresponding virtual screening method.

The second approach was designed in a more aggressive way. Approximately 10% of the known actives were kept aside. However, instead of a random selection, these test sets contained complete clusters, as identified by the Taylor–Butina clustering algorithm. Therefore, the training sets selected from the remaining active structures contained compounds structurally dissimilar to the compounds in the test sets. Since there is a limited variability in the test set selection procedure due to the clustering, the above procedure was executed one time. In this manner the lower bound of the expected performance can be evaluated.

### 3. RESULTS AND DISCUSSION

Table 2 gives the recall in percent and in parentheses the absolute number of retrieved actives at rank 1000, i.e., after the thousand top-ranked structures, have been retrieved from the screened set of 135 877 compounds.

The five activity classes are shown with regards to the descriptors, analysis method, and data set splitting method. The size of the test set, that is, the actives which were kept aside among the 1000 top-ranked structures, have been retrieved from the WOMBAT database performed. The retrieval of the screened set of 135 877 compounds.

#### Table 2. Recall in Percent at Rank 1000 for the Five Activity Classes

<table>
<thead>
<tr>
<th>activity class</th>
<th>data set split</th>
<th>fingerprints(^a)</th>
<th>autocorrelation of</th>
<th>&amp;</th>
<th>&amp;</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>AChE (284)(^b)</td>
<td>random</td>
<td>65.1 (182)</td>
<td>identity(^b)</td>
<td>29.3</td>
<td>28.2</td>
<td>36.3</td>
</tr>
<tr>
<td></td>
<td>semirandom</td>
<td>67.3 (191)</td>
<td>$x_\alpha$(^b)</td>
<td>23.9</td>
<td>22.6</td>
<td>33.3</td>
</tr>
<tr>
<td></td>
<td>clustering</td>
<td>73.1 (208)</td>
<td>$\alpha$(^b)</td>
<td>24.1</td>
<td>27.4</td>
<td>33.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$q_{\alpha}$(^b)</td>
<td>44.1</td>
<td>26.3</td>
<td>35.1</td>
</tr>
<tr>
<td>COX-2 (500)(^b)</td>
<td>random</td>
<td>69.4 (344)</td>
<td></td>
<td>48.3</td>
<td>26.4</td>
<td>32.9</td>
</tr>
<tr>
<td></td>
<td>semirandom</td>
<td>79.8 (400)</td>
<td></td>
<td>47.8</td>
<td>25.2</td>
<td>34.8</td>
</tr>
<tr>
<td></td>
<td>clustering</td>
<td>61.6 (312)</td>
<td></td>
<td>36.9</td>
<td>34.2</td>
<td>44.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>38.3</td>
<td>35.1</td>
<td>36.4</td>
</tr>
<tr>
<td></td>
<td>random</td>
<td>92.8 (213)</td>
<td></td>
<td>94.3</td>
<td>31.0</td>
<td>40.7</td>
</tr>
<tr>
<td></td>
<td>semirandom</td>
<td>88.5 (203)</td>
<td></td>
<td>33.1</td>
<td>30.3</td>
<td>40.7</td>
</tr>
<tr>
<td>PDE 4 (229)(^b)</td>
<td>random</td>
<td>41.4 (430)</td>
<td></td>
<td>28.4</td>
<td>20.1</td>
<td>27.2</td>
</tr>
<tr>
<td></td>
<td>semirandom</td>
<td>39.2 (409)</td>
<td></td>
<td>32.7</td>
<td>19.9</td>
<td>29.4</td>
</tr>
<tr>
<td></td>
<td>clustering</td>
<td>41.7 (440)</td>
<td></td>
<td>30.3</td>
<td>21.3</td>
<td>29.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>34.2</td>
<td>15.9</td>
<td>33.1</td>
</tr>
<tr>
<td></td>
<td>random</td>
<td>74.4 (74)</td>
<td></td>
<td>32.4</td>
<td>19.2</td>
<td>36.6</td>
</tr>
<tr>
<td></td>
<td>clustering</td>
<td>79.7 (80)</td>
<td></td>
<td>24.2</td>
<td>18.1</td>
<td>35.7</td>
</tr>
<tr>
<td>thrombin (1053)(^b)</td>
<td>random</td>
<td>47.1 (430)</td>
<td></td>
<td>32.7</td>
<td>19.9</td>
<td>29.4</td>
</tr>
<tr>
<td></td>
<td>semirandom</td>
<td>39.2 (409)</td>
<td></td>
<td>30.3</td>
<td>21.3</td>
<td>29.3</td>
</tr>
<tr>
<td></td>
<td>clustering</td>
<td>41.7 (440)</td>
<td></td>
<td>34.2</td>
<td>15.9</td>
<td>33.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>32.4</td>
<td>19.2</td>
<td>36.6</td>
</tr>
<tr>
<td>uPA (100)(^b)</td>
<td>random</td>
<td>69.4 (69)</td>
<td></td>
<td>32.4</td>
<td>19.2</td>
<td>36.6</td>
</tr>
<tr>
<td></td>
<td>clustering</td>
<td>79.7 (80)</td>
<td></td>
<td>24.2</td>
<td>18.1</td>
<td>35.7</td>
</tr>
</tbody>
</table>

\(^a\) Similarity search with subsequent data fusion (method 1 of Figure 1, cf. section 2.3.1). \(^b\) SOM novelty detection with single structure representation (method 2c of Figure 1, cf. section 2.3.2). \(^c\) Total number of active compounds. \(^d\) The numbers in parentheses give the number of recovered active compounds.
Table 3. Cross-Validated Recall in Percent at Rank 1000 Using Random Test Set Selection

<table>
<thead>
<tr>
<th>activity class</th>
<th>fingerprints(^a)</th>
<th>autocorrelation, concatenated(^b)</th>
<th>autocorrelation, (\chi^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AChE</td>
<td>77.0</td>
<td>6.0</td>
<td>72.3</td>
</tr>
<tr>
<td>COX-2</td>
<td>58.9</td>
<td>7.1</td>
<td>84.6</td>
</tr>
<tr>
<td>PDE 4</td>
<td>90.3</td>
<td>4.8</td>
<td>79.7</td>
</tr>
<tr>
<td>thrombin</td>
<td>48.6</td>
<td>4.2</td>
<td>53.1</td>
</tr>
<tr>
<td>uPA</td>
<td>69.8</td>
<td>9.8</td>
<td>60.1</td>
</tr>
</tbody>
</table>

\(^a\) Similarity search with subsequent data fusion (method 1 of Figure 1, cf. section 2.3.1). \(^b\) SOM novelty detection with single structure representation (method 2a of Figure 1, cf. section 2.3.2.a), fused results of ten networks, descriptor: descriptor: the four autocorrelation vectors concatenated. \(^a\) SOM novelty detection with multiple structure representation (method 2b of Figure 1, cf. section 2.3.2.b).

3.1. Training Set Selection. The utilization of the Taylor—Butina clustering algorithm for selecting the training set gives the best results when a similarity search with Daylight fingerprints and subsequent data fusion is carried out. This tendency is most obvious for the AChE and uPA classes, while in the COX-2 case the results with a clustering based splitting are the worst. The semirandom selection offers significant improvements only in the COX-2 case, while the random selection is comparable with the clustering for PDE 4 and thrombin. The SOM novelty detection was not much affected by the choice of training set. This hints that the compounds in the selected activity classes are relatively evenly distributed among the chemical space, defined by the autocorrelation vectors, thus any subset is able to retrieve a similar number of actives. Due to the fact that quantitative activity information is not always available, or there may not be enough activity spread in the actives set, the semirandom split may not always be applied. Except for the COX-2 case, it did not lead to significant improvements. A Taylor—Butina clustering is generally accepted\(^4\) as the clustering method of choice for the selection of an optimal diverse set of compounds and can easily be integrated into the virtual screening process. However, as can be seen from Table 2, one can do reasonably well with random selection, provided that the selected training set is large enough. For splits that preserve only a minor part for training, the clustering method is preferred over random splitting. For example, using only 20% of the available COX-2 inhibitors as a training set, a recall (at rank 1000) of 38% and 57% was obtained with random and clustering based splits, using Daylight fingerprints with data fusion.

The split based on Taylor—Butina clustering is used for the rest of this work since this method decreases the variability due to different randomly selected training sets and guarantees an even distribution of the compounds in the training set through the activity space.

3.2. Validation. Table 3 shows the recall values considering the top-ranked 1000 structures obtained with 5 times 10-fold cross-validation-like experiment based on random splitting.

Values similar to those reported in Table 2 were observed. The performance of the similarity search method decreases slightly, while the averaged recall obtained with SOM novelty increases. Thus, the gap between the two methods is lower than suggested solely by Table 2. In the case of uPA inhibitors the advantage of the similarity search is much less pronounced in the cross-validated results. For the other activity classes similar performances as in Table 2 are observed. The results obtained with multiple structure representations and Mahalanobis distance in the output space (not included in Table 2) are in general lower than those obtained with concatenated autocorrelation vectors. The deviation of the SOM output from the expected \(\chi^2\) distribution, as shown in section 2.3.2.b, might be the reason for this behavior.

Table 4. Cross-Validated Recall in Percent at Rank 1000 Using Complete Clusters as Test Set

<table>
<thead>
<tr>
<th>activity class</th>
<th>fingerprints(^a)</th>
<th>autocorrelation, concatenated(^b)</th>
<th>autocorrelation, (\chi^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AChE</td>
<td>14.0</td>
<td>12.6</td>
<td>31.2</td>
</tr>
<tr>
<td>COX-2</td>
<td>9.5</td>
<td>3.8</td>
<td>75.8</td>
</tr>
<tr>
<td>PDE 4</td>
<td>30.6</td>
<td>26.1</td>
<td>38.9</td>
</tr>
<tr>
<td>thrombin</td>
<td>3.8</td>
<td>3.6</td>
<td>21</td>
</tr>
<tr>
<td>uPA</td>
<td>27.5</td>
<td>23.0</td>
<td>30.8</td>
</tr>
</tbody>
</table>

\(^a\) Similarity search with subsequent data fusion (method 1 of Figure 1, cf. section 2.3.1). \(^b\) SOM novelty detection with single structure representation (method 2a of Figure 1, cf. section 2.3.2.a), fused results of ten networks, descriptor: descriptor: the four autocorrelation vectors concatenated. \(^a\) SOM novelty detection with multiple structure representation (method 2b of Figure 1, cf. section 2.3.2.b).
Finally, the very high standard deviations shown in Table 4 deserve a note. A closer expectation of the performance in the individual runs has shown that the main source of these high standard deviations is the same for all activity classes. The run in which the largest homogeneous cluster was omitted from the training set always resulted in low recall values, thus creating a high variability in the ten runs. This observation once again demonstrates the dependency of the both studied methods on at least some structural similarity between the structures in the training and in the test set.

We conclude this section noting that in a cross-validation-like experiment based on random splitting the obtained recall values shown in Table 3 match closely those in Table 2. Thus, the expected performance of the methods presented in this study is somewhere around the recall values in Table 3. On the other hand, the lower-bound of the performance is shown in Table 4. The novelty detection with autocorrelation vectors is expected to give better results in cases where compounds structurally dissimilar from those in the training set are to be retrieved.

3.3. Method Comparison. Comparing the recall values obtained with the different methods (using clustering based split) shows that the SOM novelty technique performs better or comparable to the Daylight fingerprints when the concatenated autocorrelation vectors are used to describe the structures. The SOM based novelty detection performs better for COX-2 and thrombin sets, while for the AChE, the PDE 4 and uPA sets, the fingerprint based method gives better results. When an autocorrelation vector, weighted by a single property is used, the results are generally of lower quality. However, taking into account the much lower dimensionality (11 compared to 1024), the fact that the SOM novelty detection is capable in most of the cases to recover around 50% of the actives that are recovered with fingerprints is remarkable.

Using different physicochemical properties enables one to describe different aspects of the active set. Thus, while the identity accounts strictly for structural similarity, i.e., it is equivalent to a histogram of the bond distances in a molecule, the partial charge accounts for the electrostatic properties of the compound, while the polarizability descriptors are related to size and hydrophobic effects. The electronegativity values take into account the hydrogen-bonding properties of the compound. Although all these are rather crude descriptions of the underlying effects, based on the connectivity matrix alone, they provide a good basis for this type of virtual screening experiments in which no quantitative structure-activity correlations are made. Therefore, the different autocorrelation vectors are expected to recover different sets of actives, which explains the significant improvement when the concatenated vector is used. This 44-dimensional concatenated autocorrelation vector has an approximately 23 times lower dimensionality than the 1024-bit Daylight fingerprints. This, together with the smaller size of the SOM, offers a significant run time improvement. Thus, for the thrombin subset, which is the largest one used in this study, the fingerprints based method runs in approximately 130 s, while projecting the whole test set onto a single network is twice as fast, approximately 65 s. This advantage is compensated for by the fact that the recall is hardly related to any of the SOM quality measures, which leads to the requirement of using several networks as a better description of the “active” space.

3.4. Methods Complimentary. Looking at the recall values in Table 2 one can see that neither of the methods was able to recover the full set of known actives. This observation leads us to investigate how different are the ranked lists, obtained by the two methods. Figure 7 shows Venn diagrams of the intersection between the fingerprints based similarity search (method 1 of Figure 1) and SOM novelty detection with concatenated autocorrelation vector (method 2a of Figure 1). The number of actives in the intersection and in the unique part of the lists is given in parentheses. Inside each circle the numbers on top add up to the rank value of 1000, and the numbers in parentheses add up to the values given in Table 2.
### Table 5. Percent Active Compounds and Enrichment Factors Obtained When Only the Compounds Found in the Intersection between the Ranked Lists Returned by Similarity Search with Data Fusion (Method 1 in Figure 1) and SOM Novelty Detection with Concatenated Autocorrelation Vectors (Method 2a in Figure 1) Are Considered

<table>
<thead>
<tr>
<th>activity</th>
<th>compds</th>
<th>active %</th>
<th>actives</th>
<th>enrichment</th>
<th>acts recovered by</th>
<th>SSDF</th>
<th>somNDs</th>
</tr>
</thead>
<tbody>
<tr>
<td>AChE</td>
<td>269</td>
<td>151</td>
<td>56</td>
<td>268</td>
<td>86</td>
<td>126</td>
<td></td>
</tr>
<tr>
<td>COX-2</td>
<td>313</td>
<td>246</td>
<td>79</td>
<td>213</td>
<td>166</td>
<td>204</td>
<td></td>
</tr>
<tr>
<td>PDE 4</td>
<td>292</td>
<td>164</td>
<td>56</td>
<td>333</td>
<td>159</td>
<td>135</td>
<td></td>
</tr>
<tr>
<td>thrombin</td>
<td>406</td>
<td>294</td>
<td>72</td>
<td>93</td>
<td>238</td>
<td>276</td>
<td></td>
</tr>
<tr>
<td>uPA</td>
<td>179</td>
<td>47</td>
<td>26</td>
<td>357</td>
<td>44</td>
<td>39</td>
<td></td>
</tr>
</tbody>
</table>

*a Number of active compounds recovered by the corresponding method considering the top-ranked compounds inside a list with the same length as the intersection (column 2). The number of actives recovered in a ranked list of the same length (cf. column two) by each method alone is shown as well.

### Table 6. Percent Active Compounds and Enrichment Factors Obtained When the Compounds Found in the Union between the Ranked Lists Returned by Similarity Search with Data Fusion (Method 1 in Figure 1) and SOM Novelty Detection with Concatenated Autocorrelation Vectors (Method 2a in Figure 1) Are Considered

<table>
<thead>
<tr>
<th>activity</th>
<th>compds</th>
<th>active %</th>
<th>actives</th>
<th>enrichment</th>
<th>acts recovered by</th>
<th>SSDF</th>
<th>somNDs</th>
</tr>
</thead>
<tbody>
<tr>
<td>AChE</td>
<td>1731</td>
<td>245</td>
<td>14</td>
<td>68</td>
<td>238</td>
<td>205</td>
<td></td>
</tr>
<tr>
<td>COX-2</td>
<td>1687</td>
<td>407</td>
<td>24</td>
<td>65</td>
<td>366</td>
<td>378</td>
<td></td>
</tr>
<tr>
<td>PDE 4</td>
<td>1708</td>
<td>222</td>
<td>13</td>
<td>77</td>
<td>220</td>
<td>186</td>
<td></td>
</tr>
<tr>
<td>thrombin</td>
<td>1594</td>
<td>706</td>
<td>44</td>
<td>57</td>
<td>571</td>
<td>672</td>
<td></td>
</tr>
<tr>
<td>uPA</td>
<td>1821</td>
<td>89</td>
<td>5</td>
<td>66</td>
<td>88</td>
<td>64</td>
<td></td>
</tr>
</tbody>
</table>

*a Number of active compounds recovered by the corresponding method considering the top-ranked compounds inside a list with the same length as the union (column 2). The number of actives recovered in a ranked list of the same length (cf. column two) by each method alone is shown as well.

It is important to note that the term “novelty” as used throughout this text does not refer to the discovery of novel classes of active compounds. The SOM novelty detection like any machine-learning method relies on some commonalities between the active compounds. While the autocorrelation descriptor attempts to take the chemistry as well as structural features into account, it is still dependent on the underlying chemical structure. Therefore, it is unrealistic to expect the discovery of completely new active chemotypes.

Nevertheless, we were interested in the difference in terms of chemotypes between the structures obtained with SOM novelty detection and with similarity search with subsequent data fusion. To achieve this we performed a graph-based scaffold analysis with the help of MeqiSuite.

MeqiSuite calculates 66 different graph-based indices. Detailed description of these indices and the software itself can be found on the MeqiSuite Web site (http://www.pan-nugget.com) and in the technical report “An Introduction to the MeqiSuite Indices.”

In our work, we considered the ordering index CyclicSystemOrd. This is a composite hierarchical index meant to facilitate the browsing of diverse compound collections. The CyclicSystemOrd index is formed by the concatenation of 11 other MeqiSuite indices. The concatenation is done in a way which groups the similar ring systems together. All compounds which do not contain a cyclic system are grouped together as well. However, almost all of the active compounds used in this study have at least one cycle thus this particular index was considered. For all classes of active compounds a comparison between the unique active structures recovered by each method (the numbers in parentheses in the left- and right-hand circles in Figure 7) was performed. These compounds were also compared to the training set. An outline of the scaffold analysis procedure is presented in Figure 8 with AChE inhibitors as an example, and the results for all five activity classes are summarized in Table 7.

#### 3.5.2. AChE Inhibitors

A look at the third column of Table 7 shows that there were 37 AChE inhibitors recovered only by SOM novelty detection and 57 recovered only by similarity search (these are the same figures as given in parentheses in Figure 7a). The CyclicSystemOrd MeqiSuite index distinguished 28 different chemotypes for SOM novelty and 41 for the similarity search—the fourth column in Table 7. Eight chemotypes were shared by both sets of recovered structures thus leaving 20 unique chemotypes recovered by SOM novelty detection alone and 33 unique chemotypes recovered by similarity search alone—the fifth column in Table 7.
Five from the 20 unique chemotypes recovered by SOM novelty detection are depicted in Chart 1a, while Chart 1b shows five from the chemotypes, recovered by similarity search alone. As can be seen from Chart 1 the SOM novelty detection was able to recover chemotypes missed by the similarity search and vice versa.

Another interesting question was whether the methods recover chemotypes not present in the set of query structures. As can be seen from the sixth column in Table 7, the CyclicSystemOrd MeqiSuite index distinguished 11 chemotypes among the 37 AChE inhibitors recovered exclusively by SOM novelty which were not present in the training set. The number of chemotypes not present in the training set was 20 for the set of 57 AChE inhibitors recovered exclusively by similarity search. These numbers suggest that both methods were able to recover scaffolds not present in the training set. A careful examination of the corresponding structures revealed that although they do have ring systems absent from the training set the differences are mainly due to the position of certain heteroatoms. Considering only the unextended cyclic-system skeleton index with autocorrelation vectors such compounds will be typically predicted as inactive (novel) since they may lie outside the space covered by the training set.

### Table 7. Number of Chemotypes among the Active Compounds Recovered Exclusively by One of the Two Methods

<table>
<thead>
<tr>
<th>activity class</th>
<th>method</th>
<th>unique active compounds</th>
<th>total</th>
<th>unique</th>
<th>not in train set, UnSkCyc****Mqn</th>
</tr>
</thead>
<tbody>
<tr>
<td>AChE</td>
<td>somNDs</td>
<td>37</td>
<td>28</td>
<td>11</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>SSDF</td>
<td>57</td>
<td>41</td>
<td>20</td>
<td>6</td>
</tr>
<tr>
<td>COX-2</td>
<td>somNDs</td>
<td>95</td>
<td>57</td>
<td>26</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>SSDF</td>
<td>66</td>
<td>35</td>
<td>10</td>
<td>2</td>
</tr>
<tr>
<td>PDE 4</td>
<td>somNDs</td>
<td>6</td>
<td>6</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>SSDF</td>
<td>52</td>
<td>38</td>
<td>24</td>
<td>12</td>
</tr>
<tr>
<td>thrombin</td>
<td>somNDs</td>
<td>266</td>
<td>157</td>
<td>64</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td>SSDF</td>
<td>146</td>
<td>112</td>
<td>49</td>
<td>30</td>
</tr>
<tr>
<td>uPA</td>
<td>somNDs</td>
<td>9</td>
<td>7</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>SSDF</td>
<td>33</td>
<td>19</td>
<td>6</td>
<td>3</td>
</tr>
</tbody>
</table>

*a Unique active structures recovered by each method (the numbers in parentheses in the left- and right-hand circles in Figure 7). b The UnSkCyc****Mqn index ignores atom and bond types and considers the unextended cyclic system. c SOM novelty detection with concatenated autocorrelation vectors (method 2a in Figure 1). d Similarity search with Daylight fingerprints and subsequent data fusion (method 1 in Figure 1). e Cf. Figure 8. The MeqiSuite CyclicSystemOrd index was used for the identification of chemotypes with the exception of the last column.

Figure 8. Outline of the scaffold analysis workflow with AChE inhibitors as an example. Using the training set a virtual screening model is developed, and the whole WOMBAT database plus the test set is screened. The top-ranked 1000 structures are considered. Among them the active structures, recovered exclusively by each method, are subject to scaffold analysis by means of the CyclicSystemOrd MeqiSuite index. A comparison between the active chemotypes recovered by each method and between the recovered chemotypes and the chemotypes contained in the training set is made. The results for all activity classes are summarized in Table 7.
by the training set. From this perspective the recovery of chemotypes not present in the training set is remarkable.

3.5.2. COX-2 Inhibitors. Chart 2a illustrates five of the 57 chemotypes unique to SOM novelty. Chart 2b shows five of the 36 chemotypes unique to similarity search.

The same analysis as for the AChE inhibitors was performed on the 95 compounds recovered exclusively by SOM novelty detection and on the 66 COX-2 inhibitors recovered exclusively by similarity search with subsequent data fusion. The corresponding numbers for the different chemotypes are shown in the COX-2 row in Table 7. Similar observation as in the case of AChE inhibitors can be made. However, considering that the COX-2 training set was the less diverse one in terms of unique chemotypes in the training set (on average 3 structures per chemotype as determined by the CyclicSystemOrd MeqiSuite index) the recovery of some additional ones deserve a note.

3.5.3. PDE 4 Inhibitors. In this particular case, the similarity search with data fusion recovered almost all known actives among the top-ranked 1000 compounds. Thus, it was interesting to examine if the six PDE inhibitors recovered exclusively by SOM novelty detection contain different chemotypes than the rest. As can be seen from Table 7, column five inside the PDE 4 row, this was indeed the case. Four of the chemotypes recovered by SOM novelty were not present in the PDE 4 training set as well. Chart 3a shows all six PDE 4 inhibitors recovered exclusively by SOM novelty detection. Five compounds representing some of the chemotypes recovered only by similarity search are shown in Chart 3b.

A detailed description of the MeqiSuite indices lies out of the scope of this article. However, in the following we provide a short discussion centered on the compounds shown in Chart 3a which should facilitate the understanding of this section. As already mentioned all six compounds in Chart 3a are perceived as representing different chemotypes according to the composite CyclicSystemOrd index—a result, which is hardly surprising having in mind the structures shown. Two structures can have the same value for this composite index only when they have the same cyclic system. The CyclicSystemOrd index accounts for the atom and bond types as well, thus it creates a relatively large number of different chemotypes, i.e., it has high resolution.

On the other hand, although structures 1 and 2 in Chart 3a are by any means different chemical entities—structure 1 being a xanthine sulfonamide and structure 2 being a pyrazolopyrimidine-2,4-dione sulfonamide—there is high similarity in their skeletons. To achieve a broader grouping, a MeqiSuite index with lower resolution should be used. The composite indices like the CyclicSystemOrd used here are formed by concatenating some of the other MeqiSuite indices (When a hierarchical ordering is needed, additional care has to be taken to follow the corresponding relationship between...
**Chart 2.** COX-2 Inhibitors Illustrating Some of the Chemotypes*  

![COX-2 Inhibitors](image)

As perceived by the CyclicSystemOrd MeqiSuite index and recovered (a) exclusively by SOM novelty detection (method 2a in Figure 1) and (b) exclusively by similarity search with subsequent data fusion (method 1 in Figure 1).

The individual indices; the reader is referred to ref 47 for details.

Deleting the individual indices from which such a hierarchical index is built from right to left leads to a decrease in the resolution and subsequently larger groups of compounds are perceived as belonging to the same chemotype. This is exemplified in column seven in Table 7. To obtain the numbers shown in column seven six indices were repeatedly deleted from the CyclicSystemOrd index starting with the right-most one. In this manner the resolution was effectively determined by the UnSkCyc***Mqn index. The UnSkCyc***Mqn index provides a description of the extended cyclic-system skeleton. It treats all atoms as carbon and all bonds as single. The index is "unextended" because the bridging atoms—like the ether bridge in compound 4 in Chart 3a—are not taken into account. It should be apparent now that based on UnSkCyc***Mqn index structures 1 and 2 from Chart 3a are perceived as identical. Of course, one can argue that structures 1 and 2 still differ in their side chains. While this is certainly true and the MeqiSuite does provide the corresponding side chains and functional group indices, we will limit the discussion only to the cyclic skeleton since, as can be seen from all charts shown, the cyclic skeleton can be seen as the main building block for all classes of active compounds.

We conclude this section noting that the chemotypes of structures 2, 3, 5, and 6 were not found in the complete set of known actives which were used to build the novelty detector, while structures 3 and 6 from Chart 3a have been perceived as chemotypes missing from the training set even when the UnSkCyc***Mqn index was used.

3.5.4. Thrombin Inhibitors. Five examples for unique chemotypes discovered by SOM novelty and by similarity search with subsequent data fusion are shown at Chart 4a,b.

Similar observations for the AChE, COX-2, and PDE 4 classes can be drawn. The SOM novelty detection has recovered more actives in the top ranked 1000 structures. This has resulted in a higher number of unique chemotypes as can be seen from Table 7. Compared to the similarity search with Daylight fingerprints 134 additional chemotypes were recovered by SOM novelty detection.

3.5.5. uPA Inhibitors. Six uPA inhibitors representing the six unique chemotypes (cf. Table 7, column five) discovered by SOM novelty alone are depicted in Chart 5a. Five structures representing five of the 18 chemotypes discovered by similarity search alone are shown in Chart 5b.

As in the case of PDE 4 inhibitors, although the similarity search recovered almost all known actives, the SOM novelty detection was able to recover additional chemotypes. As can be seen from Chart 5 almost all of the structures shown have a terminal amino or amidine group. This is an example when the use of the side chain and functional groups MeqiSuite indices may be more informative in distinguishing different chemotypes with regards to uPA inhibitory activity.

Based on the above discussion it is clear that the SOM novelty detection method with a 44-dimensional concatenated autocorrelation vector has recovered a significant amount of chemotypes which were missed by the similarity search with Daylight fingerprints. Thus, it is a useful tool for retrieving chemotypes which otherwise would have been missed. On the other hand, the similarity search with Daylight fingerprints has recovered chemotypes missed by the SOM novelty detection. Therefore, as already discussed in section 3.4, the two methods are not by any means orthogonal to each other, and they compliment each other pretty well.

3.6. Rejection Rates. Until now a comparison between the ranked lists obtained with both methods was made. While this is the only kind of results available from a nearest-neighbor based similarity search, novelty detection has the additional capability of immediately classifying as inactive those structures that are outside the space covered by the training set. This one-class classifier offers the advantage of directly rejecting a significant number of patterns without the need of a numerical threshold that always carries some degree of randomness with it. It is commonly accepted48,49 that a Tanimoto coefficient greater than 0.85, when using binary fingerprints, yields similar compounds. Often, in designing targeted libraries, only one from such pairs of compounds is kept. The validity of this threshold, however, has been subject to criticism.50 By utilizing novelty detection techniques, no artificial threshold is needed since compounds that are sufficiently far from the chemical space defined by the training set will automatically be classified as novel, i.e., probably inactive. Figure 9 shows the percent of the compounds from the whole WOMBAT data set, which were immediately classified as inactive when using SOM novelty detection with concatenated autocorrelation vector.

The SOM ensemble trained on the PDE 4 training set classified 75% of the remaining WOMBAT structures as inactive. Thus, 101 791 compounds were directly classified...
as unlikely to be PDE 4 inhibitors. The smallest number of compounds directly perceived as inactive was obtained for the uPA subclass, which partially explains the lower recall values produced by the SOM novelty detection (cf. Table 2). The number of structures immediately perceived as inactive can be explained well when the structure of the corresponding enzyme is considered. Thus, for the enzymes with a well-defined binding pocket, which can accommodate somehow typical substrates—COX-2, PDE 4, and thrombin—the number of structures immediately perceived as inactive is high. On the other hand, AChE is known to be inhibited by at least two different mechanisms. Here, the number of structures classified as inactive therefore decreases. In the extreme case of uPA, an enzyme with a large binding pocket which can accommodate ligands of different structural types only a small amount (~22%) of the WOMBAT structures are immediately perceived as inactive.

3.7. Multiple Structure Representations with Mahalanobis Distance. An interesting observation is the fact that this method provides a very tight description of the “active” space when applied to the five activity classes from Table 1. This confirms that indeed the discussed (cf. section 2.3.2.b) deviation of the Mahalanobis distances distribution from the \( \chi^2 \) has led to a conservative threshold. Figure 10 shows the number of accepted structures for each active subset over the bars and the percent of actives contained in the ranked lists of the given size by the three methods discussed so far. A threshold, equal to \( \chi^2(a=0.99, 4) \), which gives a value that encapsulates 99% of the data in the active cluster was used.

The number of accepted structures is very low with any of the active subsets, in the extreme case of uPA only 39 structures of the original 135,877 were classified as belonging to the active space. The percentage of the actives inside the accepted structures is always more than 50%, thus the short lists so obtained are highly enriched in actives—enrichment factors (ef) of 325 for AChE, 236 for COX-2, 489 for PDE4, 92 for thrombin, and 732 for uPA. A comparison with the similarity search with Daylight fingerprints and with the SOM novelty detection with concatenated autocorrelation vectors at these low ranks given on top of the bars in Figure 10 favors SOM novelty detection with multiple structure representations and Mahalanobis distance in the output space method as well. Such a tight description, however, may not be desirable, since a significant number of actives were wrongly rejected and declared as inactive, i.e., the method exhibits a rather high false-negative rate. On the positive side, the high enrichment and the short lists produced may be useful when a limited number of compounds have to be tested, for example in a limited-resource research environ-
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As perceived by the CyclicSystemOrd MeqSuite index and recovered (a) exclusively by SOM novelty detection (method 2a in Figure 1) and (b) exclusively by similarity search with subsequent data fusion (method 1 in Figure 1).
ment. In spite of the small number of accepted structures, these still contain some “false” positives (We put “false” in quotes since the majority of the structures have not been tested against the target enzyme; therefore, we do not factually know if these molecules are inactive.). A close examination of the lists revealed that most of the “false” positives are actually inhibitors with a low activity (above 30 μm) which were left out of consideration when building and testing the novelty detector (cf. Materials and Methods). Furthermore, they contained actives for the same target enzyme but in different or unspecified species. The third and probably most interesting group contained inhibitors of other enzymes. It should be stressed that in general such “false” positives are the main target of virtual screening since they are most likely to become the next lead. To illustrate the above discussion Charts 6 and 7 show some of the “false” positives, i.e., structures which were accepted by the SOM novelty with multiple structure representations although they are not marked as actives in WOMBAT, for the COX-2 and thrombin activity classes. All “false” positive structures were clustered using the k-medoids clustering method in R environment with k = 5, and the five cluster centers as identified by the algorithm are shown for both activity classes.

The “false” positives and the known actives shown in Charts 2 and 6 show a rather high degree of structural similarity. Thus, it is not surprising that all structures from Chart 6 have been actually tested against COX-2. However, all of them were found to possess activity below 30 μm and therefore were not considered in this study (cf. Materials and Methods).

In the case of the thrombin subset, compound 7 from the “false” positives shown in Chart 7 was found highly active against bovine thrombin, while compounds 8 and 9 have been found inactive against human thrombin. Compounds 6 and 10 have not been tested against thrombin, according to the WOMBAT data set. Two conclusions follow from the above observation. First, the method is very good at recovering structurally similar compounds which appear promising in the eyes of a medicinal chemist. However, there is still a lot to be desired in distinguishing pure structural similarity from the cause of a given biological activity. Although the autocorrelation vectors were weighted by different physico-chemical properties, the topological nature of these descrip-
tors together with their low dimensionality limits the approach. Thus, other chemical descriptor sets or better definitions of the active space may prove useful. The proposed method shows promise as a fast and reliable alternative—especially when a short list of putative actives is sought or as a complimentary method to the similarity search with Daylight fingerprints. The SOM novelty with multiple structure representations method also allows the ranking of structures using, e.g., their Mahalanobis distance to the training set. In this manner, structures that are not too distant from the training set could be considered. A comparison with the other two methods at different ranks can be done.

3.8. Comparison at Different Ranks. Different virtual screening experiments may target a different number of potentially active compounds for a subsequent biological assay. Thus, rather than working at fixed rank, Table 8 shows
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"Method 2b of Figure 1.

![Figure 9. Percent of compounds from the WOMBAT data set immediately classified as inactive by SOM novelty detection with concatenated autocorrelation vector (method 2a in Figure 1).](image)

![Figure 10. SOM novelty detection with multiple structure representations and Mahalanobis distance (somNDm, method 2b of Figure 1) in the output space as a measure of novelty. The number of structures predicted as active by somNDm is shown above the bars. The height of the bars gives the percent of active compounds among those predicted as active and among the ranked lists of the same size, obtained by the other two methods (SSDF, method 1 of Figure 1, and comNDs, method 2a of Figure 1). The value $\chi^2(\alpha=0.99, 4)$ was used as threshold.](image)
the enrichment factors obtained by the three methods at ranks 100 and 1000, while Figure 11 compares the results of the nearest-neighbor similarity search with Daylight fingerprints and the two types of SOM novelty detection with topological autocorrelation descriptors at different ranks.

Both SOM novelty detection methods exhibit similar performance in the case of COX-2, PDE 4, and uPA activity classes, while the SOM novelty detection with concatenated autocorrelation vectors is better in the other two cases, as can be seen from Figure 11. A look at Table 8 confirms the observation (cf. Figure 10) that SOM novelty detection with multiple structure representations gives highly enriched lists at low ranks—it outperforms the other two methods in all cases at rank 100. However, its advantage is lost when increasing the size of the ranked list—at rank 1000 it is outperformed in all cases except of the COX-2 class. Thus, SOM novelty detection with multiple structure representations is preferable when a very small subset of lead candidates is required.

Comparing the SOM novelty detection method using a single concatenated autocorrelation vector with the similarity search with Daylight fingerprints and subsequent data fusion, the SOM novelty detection performs better for COX-2 and thrombin classes, while for the PDE 4 and uPA the similarity search was better. In the case of AChE activity class, the tendency of the SOM novelty detection methods to recover higher number of actives at low ranks can be clearly seen with the fingerprints method catching up at rank 800. The terms “better” and “worse” results are used for comparative purposes. However, these two methods are not mutually exclusive. As has already been shown in the sections 3.4, cf. Figure 7, merging the ranked lists is a valuable way of improving the virtual screening results. On the other hand—as has been demonstrated in section 3.5, the SOM novelty detection succeeded in discovering chemotypes, which are missed by the similarity search with data fusion and vice versa.

4. CONCLUSIONS

Two different methods for novelty detection with Self-Organizing Maps were used for a retrospective ligand-based virtual screening of the WOMBAT database. One method used a single structure representations and data fusion, while another method used multiple representations in concert with a Mahalanobis distance measure. The structures were described by topological autocorrelation functions weighted by atomic physicochemical properties. The results were compared with a traditional similarity search method based on Daylight fingerprints and subsequent data fusion. In addition, different methods for selecting an initial set of targets from
a larger set were compared. Based on the presented results we conclude the following:

(1) Both SOM novelty detection techniques—with single structure representation (method 2a of Figure 1) and with multiple structure representations (method 2b of Figure 1)—based on topological autocorrelation descriptors are useful for ligand-based virtual screening.

(2) The Taylor–Butina clustering is the method of choice for a subset selection, especially when a small representative set of actives is needed.

(3) Using a 44-dimensional autocorrelation vector and SOM novelty detection gives better (COX-2, thrombin) or comparable results to the similarity search with Daylight fingerprints and data fusion.

(4) Using a 44-dimensional autocorrelation vector and SOM novelty detection is twice as fast compared to the similarity search with Daylight fingerprints and data fusion when a single network is used.

(5) Small sets of compounds highly enriched in active structures can be obtained by considering the intersection between the ranked lists obtained by a combined application of SOM novelty detection with single structure representation and of similarity search with subsequent data fusion.

(6) The SOM novelty detection method with a 44-dimensional concatenated autocorrelation vector complements the Daylight fingerprints based similarity search. Better enriched lists were obtained by merging these results.
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